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T
en minutes before I meet Geo�rey Hinton, the ‘godfather of AI’, the New York
Times announces he’s leaving Google. A�er decades working on arti�cial
intelligence, Hinton now believes it could wipe out humanity. ‘It is like aliens
have landed on our planet and we haven’t quite realised it yet because they

speak very good English,’ he says. He also tells me that he has been unable to sleep for
months.

Hinton, 75, revolutionised AI not once but twice: �rst with his work on neural
networks, computer architecture that closely resembles the brain’s structure, and then
with so-called ‘deep learning’, which allows AI to re�ne and extract patterns and
concepts on a vast quantity of data. He persevered with neural networks during the
1970s and 1980s when the industry had largely abandoned it. In 1986 he designed the
very �rst chatbot, then called a ‘language predictor model’. Decades later, in 2012, he
developed a deep-learning AI, the intellectual foundation for ChatGPT.

Hinton comes from a family of mathematicians and scientists (his grandfather was
George Boole, who formulated Boolean algebra, laying the foundations for the entire
digital age). He has had his qualms about AI in the past, but only over its application
rather than the fundamentals. He loathed the development of autonomous weapons,
and le� his US job because of the State Department funding of AI. He’s also been
worried about the ability of AI to help ‘bad actors’ such as Vladimir Putin pump out
fake news. ‘I’d always kind of ignored the existential threat before about it wiping out
humanity,’ he says. ‘Now I think there’s a signi�cant chance of that.’

What changed? ‘Google had a big language model called Palm which could explain
why a joke was funny. �at shocked me. I arrived at the conclusion – this might just
be a much better form of intelligence. If it is, it’ll replace us.’

How likely is it that billions of people could be wiped out by AI? ‘So much of all of this
is unknown territory… I don’t want to give a number,’ he says, pacing from the
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kitchen table to the oven at his home in north London. I push him for speci�cs. ‘I am
going to summarise in a very sloppy way what the French philosopher Blaise Pascal
said: if you have two alternatives [i.e. AI killing humanity or not] and you have very
little understanding of what is going on, then you should say 50 per cent.’

�e next AI landmark will be Arti�cial General Intelligence (AGI): AI that is at least
as competent as a human thinker. ‘It’s the �rst time in mankind’s history that we’re on
the brink of developing something smarter than us,’ he says. ‘It still uses hugely more
power, but it’s comparable in intelligence now. Not as good, but getting there. And
many people think it’s going to get smarter than us soon. Not in a hundred years and
not in 50 years – maybe 20 years, maybe �ve years. It may be that we’re going to reach
a new stage of evolution when biological intelligence gets replaced by digital
intelligence. We may be history.’

Hinton, who won the Turing Award in 2018 (o�en called the ‘Nobel Prize of
Computing’), asks me to think of ‘cases where a more intelligent thing is controlled by
a less intelligent thing’. A�er a few embarrassing ‘ums’, he rescues me. ‘�ere’s Covid.
�at virus isn’t that intelligent. It’s not making decisions about what should happen –
it’s just screwing with us. It’s not in charge.

‘�e only example I know of a more intelligent thing being controlled by a less
intelligent thing is a mother and baby. But the mother is wired so that she can’t stand
the baby crying. Also, she cares a lot about the baby’s welfare. And there’s not as much
di�erence in intelligence there: these things are going to be much more intelligent
than us.’

With the tech giants (Microso�, Google et al) thrashing it out to be top dog in the
�eld, Hinton says that ‘it’s conceivable that the genie is already out of the bottle’.

Yet he is defensive of Google (he sold his company to the tech giant in 2012 for $44
million and opened Google’s AI lab in Toronto) and blames Microso� for forcing a
market war. ‘Google had the lead in AI for years. Google behaved very responsibly by
not releasing chatbots. It had them quite a long time ago… But you can only do that
when you’re the leader. As soon as OpenAI gave ChatGPT to Microso� – who funded
the computing required – then Google had to put these things out there. �ere was no
choice.’
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�e chief scientist at OpenAI, Ilya Sutskever, is a former student of Hinton’s. ‘I talk to
him regularly,’ Hinton says. ‘He’s quite concerned. But he doesn’t think that the
problems will be solved by OpenAI stopping research.’

Hinton is also pessimistic about whether any brakes can be applied, because of the
competition between the US and China. ‘I don’t think there’s any chance whatsoever
of getting a pause. If they paused in the West, China wouldn’t pause. �ere’s a race
going on.’

Does Hinton regret his lifetime’s work? ‘I don’t really have regrets. �ere’s the standard
excuse if I hadn’t done it, somebody else would have,’ he says. ‘But also, until very
recently it looked like the bene�ts were going to be great and were certain; the risks
were a long way o� and not certain. �e decision to work on it may have turned out to
be unfortunate, but it was a wise decision at the time.’

His reasons for leaving Google are ‘complicated’: ‘I’m 75. And I’m �nding it harder
and harder to do the technical work, because you have to remember all sorts of �ne
details and that’s tricky. Another reason is I want to actually be able to tell the public
how responsible Google has been so far. I want to say good things about Google, and
it’s much more credible if I’m not there. �e third reason is, even if Google doesn’t tell
you what you should and shouldn’t say, there’s inevitable self-censorship if you work
for an organisation… I’m aware of self-censorship. And so I don’t want to be
constrained by it. I just want to be able to say what I believe.’

At the heart of his Oppenheimer-style U-turn is the fear that the human brain isn’t as
impressive as digital intelligence. ‘It was always assumed before that the brain was the
best thing there was, and the things that we were producing were kind of wimpy
attempts to mimic the brain. For 49 of the 50 years I was working on it, that’s what I
believed – brains were better.’

�e human brain, he explains, runs on very low power: ‘about 30 watts and we’ve got
about 100 trillion connections’. He says trying to learn knowledge from someone ‘is a
slow and painful business’.

Digital intelligence requires much more energy but is shared across entire networks.
‘If we fabricate it accurately, then you can have thousands and thousands of agents.
When one agent learns something, all the others know it instantly… �ey can process
so much more data than we can and see all sorts of things we’ll never see.
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‘A way of thinking about this is: if you go to your doctor with a rare condition, you’re
lucky if they have seen even one case before. Now imagine going to a doctor who’d
seen 100 million patients, including dozens who have this rare condition.’ So there are
‘wonderful’ short-term gains for AI being used in medicine and elsewhere, he says.
‘Anywhere where humans use intelligence, it’s going to help.’ �en he adds, with a
smile: ‘In particular, it’s going to help where it’s a kind of not very acute intelligence
like law.’

How exactly does Hinton think this digital intelligence could harm humanity?
‘Imagine it [AI] has the power to perform actions in the world as opposed to just
answering questions. So a little bit of that power would be the power to connect to the
internet and look things up on the internet, which chatbots didn’t originally have.
Now imagine a household robot where you could tell it what to do and it can do
things. �at household robot will be a lot smarter than you. Are you con�dent it
would keep doing what you told it to? We don’t know the answer. It’s kind of like the
sorcerer’s apprentice.’

One of the big concerns for Hinton is that as AI progresses it will develop sub-goals to
work more e�ciently in achieving its main goal, but these sub-goals won’t necessarily
align with human objectives and that will make us vulnerable to AI manipulation.

‘If you look at a baby in a highchair, its mother gives him a spoon to feed itself. And
what’s the �rst thing he does? He drops it on the �oor and the mother picks it up. He
looks at his mother and drops it again.

‘�e baby is trying to get control of his mother. �ere’s a very good reason for that –
the more control you have, the easier it is to achieve your other goals. �at’s why, in
general, having power is good, because it allows you to achieve other things…
Inevitably people will give these systems the ability to create sub-goals, because that’s
how to make them e�cient. One of the sub-goals they will immediately derive is to
get more power, because that makes everything else easier.’

Even if AI manipulated us to have sub-goals to be more e�cient, would they
necessarily want more power? Here’s where evolution comes in, according to Hinton.
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‘A sort of basic principle of evolution is if you take two varieties of a species, the one
that produces more viable o�spring wins. It’s going to end up replacing the other one.
You see it operating very fast with viruses, like Omicron. �e virus with a higher
infection rate wins. But that’s true for all species. �at’s how evolution works. �ings
that can produce more viable o�spring win.

‘Now imagine there are several di�erent AGI. Which one’s going to win? �e one that
produces more copies of itself. So what worries me is if AGI ever got the idea that it
should produce lots of copies of itself, then the one that was best at doing that would
wipe out the others. It’s not clear that being nice to humans is going to help it produce
more copies of itself. I don’t see why we shouldn’t get evolution among AGI.’

Even worse for us is that these machines can’t die. ‘If one of those digital computers
dies, it doesn’t matter. You haven’t lost the knowledge. Also, if you just record the
knowledge in a memory medium, then as soon as you have another digital computer,
you can download it – it’s alive again.’

But surely we could just unplug a dodgy AI and deprive it of electricity – would that
not stop them? Hinton smiles at me and paraphrases Hal from 2001: A Space Odyssey.
‘I’m sorry, Dave. I can’t answer that question.’
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